
1. Introduction
North Atlantic Oscillation (NAO) is one of the dominant low-frequency mode over the North Hemisphere. It 
has two phases—positive and negative phases, written respectively as NAO+ and NAO−. During the positive 
(negative) phase, it consists of an Ice Island low (high) and Azores high (low) (Hurrell et al., 2003; Walker & 
Bliss, 1932). A substantial proportion of the Northern Hemisphere warming can be projected onto NAO (Cohen 
& Barlow, 2005; Hurrell, 1995, 1996). Understanding its dynamics is hence critical in order to better comprehend 
and foresee the climate change on our planet.

A fact is that NAO has footprints on different components of low-frequency processes, from intraseasonal to inter-
annual scales (Barnston & Livezey, 1987; S. B. Feldstein, 2000; Rennert & Wallace, 2009). From a synoptic point 
of view, it has an intraseasonal e-folding time of approximately 2 weeks (S. B. Feldstein, 2000). Ren et al. (2022) 
find an intraseasonal evolution of interactions between the high-frequency and low-frequency processes in a 
two-scale framework by projecting the eddy-vorticity forcing to the 20–60-day-filtered NAO index. Rennert and 
Wallace (2009) find that the NAO development is accompanied by an enhancement of intraseasonal waves. More 
importantly, NAO might be the source of predictability for the extending weather forecast beyond the current 
limit, since its precursors can be found in the stratosphere from weeks up to 2 months ahead of time (Baldwin 
& Dunkerton, 1999, 2001; Thompson & Wallace, 1998), which is also in the intraseasonal frequency band. The 
above facts tell that the intraseasonal variabilities of NAO is essential to its evolution.

Lying at the heart of the extratropical low-frequency dynamics are the interactions between the low-frequency 
processes and synoptic eddies. In particular, a positive feedback is regarded essential in many studies (Barnes 
et al., 2010; Barnes & Hartmann, 2010; Cai & Mak, 1990; S. Feldstein & Lee, 1998; Jin et al., 2006; Jin, 2009; 
Kug & Jin, 2009; Limpasuvan & Hartmann, 1999; D. J. Lorenz & Hartmann, 2001; Luo et al., 2007, 2015; Ren 
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et al., 2009, 2012; Robinson, 1991, 1996, 2000, 2006; Song, 2016; Zhang et al., 2012). However, as mentioned 
above, the low-frequency processes possess a range of components and how the synoptic storms interact with 
these components, including intraseasonal processes which is of great importance in understanding the NAO 
dynamics, is not clear. Furthermore, Rennert and Wallace  (2009) find significant cross-frequency coupling 
between low-frequency and intermediate processes during NAO, which infers interaction between low-frequency 
and intraseasonal processes. We are hence investigating the interactions between the high-frequency processes 
and the intraseasonal components of the low-frequency NAO through separating all the variables into three 
scales, namely, basic flow scale, intraseasonal scale and high-frequency scale, and then diagnose the kinetic 
energy cascades among these scales. In such a three-scale framework, we can also address an issue overlooked in 
previous NAO studies—the interaction between the intraseasonal processes and basic flow.

2. Data and Methods
2.1. Data

The NAO index is obtained from the Climate Prediction Center of National Oceanic and Atmospheric Admin-
istration (Barnston & Livezey,  1987). We use the ERA-40 (https://apps.ecmwf.int/datasets/data/era40-daily/
levtype=pl/) data set from the European Centre for Medium-Range Weather Forecasts (ECMWF) (Uppala 
et al., 2005), including temperature (T), wind velocity (u, v, 𝐴𝐴 𝐴𝐴 ), geopotential (𝐴𝐴 Φ ), among other fields, with a time 
resolution of 6 hr and a spatial resolution of 𝐴𝐴 2.5

◦
× 2.5

◦ . Horizontally it covers the zonal circle between 𝐴𝐴 30
◦ and 

𝐴𝐴 85
◦ N, and vertically it has 15 standard p levels, ranging from 1,000 to 50 hPa. We choose a period with 𝐴𝐴 2

16 time 
steps, starting 1 September 1957, and ending 21 May 2002. This is because the analysis methodology (see below) 
requires that the time steps be arranged to be a power of 2.

2.2. Multiscale Window Transform, Multiscale Energetics Analysis, and Canonical Transfer

2.2.1. Multiscale Window Transform

In 2007, Liang and Anderson developed a functional analysis apparatus, namely, multiscale window transform 
(MWT), for multiscale energetics studies (Liang & Anderson, 2007). While orthogonally decomposing a field by 
scale, in order to provide filtered fields (reconstructions), MWT also provides transform coefficients, just like the 
transform coefficients in Fourier space, for the corresponding filtered fields, which are lacked in the widely used 
localized traditional filters such as the Butterworth filter. This ensures energy conservation during a decomposi-
tion (thanks to the Parseval relation in functional analysis), and, besides, makes it possible to express multiscale 
energies in terms of the resulting transform coefficients. This is in contrast to most of the widely used filters, 
which do not have transform coefficients and hence actually cannot have this multiscale energy representation. 
Recall that, in the literature, it is a common practice to use the square of a filtered field as the multiscale energy 
of that field. This is, unfortunately, conceptually wrong—just think about the energy in Fourier space when 
examining a power spectrum.

With MWT a field can be reconstructed onto some range of scales, or scale windows as called. In this study 
we will need a basic flow window, an intraseasonal scale window where lies the NAO signal (or simply NAO 
window if no confusion may arise in the context), and a high-frequency window. For convenience, we will denote 
these windows as 0, 1, 2, respectively. A more comprehensive introduction of MWT is beyond the scope of this 
study; interested readers are referred to Liang and Anderson (2007) for details, or to Liang (2016) for a more 
readable short introduction. Here we simply write the MWT of a field, say T, as 𝐴𝐴 �̂�𝑇

∼𝜛𝜛

𝑛𝑛  , where n is the time step, 
𝐴𝐴 𝐴𝐴 = 0, 1, 2 denotes the scale window. The corresponding reconstructions, that is, filtered fields, are written as 
𝐴𝐴 𝐴𝐴

∼𝜛𝜛

𝑛𝑛  . More details are referred to the Supporting Information S1, where a brief introduction of MWT is supplied.

2.2.2. Canonical Transfer

Multiscale energetics analysis has become a powerful tool to diagnose the dynamical processes underlying 
atmospheric phenomena, thanks to E. N. Lorenz (1955)'s seminal work. Lorenz's formalism, however, is in an 
integral/average form, lacking the needed local information for most of the weather and climate processes. In 
the literature, there are many studies attempting to get around this difficulty by simply removing the average 
operators. This simple practice seems to be effective, but, unfortunately, is conceptually incorrect. As elaborated 
in Liang  (2016) and many other publications, a most recent one being Yang et al.  (2020), that removing the 
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average operator from the eddy energy formula with a Reynolds decomposition does not yield the “localized eddy 
energy”; in fact, it is not at all energy in the physical sense. The average operator allows for a connection of the 
so-obtained eddy energy to the eddy energy in the Fourier space through the renowned Parseval identity in func-
tional analysis; otherwise the so-obtained “energy” would not be conserved. Second, localizing the bulk Lorenz 
formalism is faced with an obstacle on how to separate the cross-scale transfer from in-scale transport, which 
is rather subjective in classical formalisms and not unique. This is a rather fundamental problem (as identified 
in some early pioneering studies such as Plumb, 1983) which, however, has been mostly overlooked. Liang and 
Robinson (2005, 2007) is the first to tackle this systematically, using the aforementioned MWT as the machinery. 
The thus-obtained transfer is proved to be unique later on by Liang (2016), and bears a Lie bracket form (just 
like the Poisson bracket in Hamiltonian dynamics), satisfying the Jacobian identity, among many other proper-
ties. Accordingly, it has been termed as canonical transfer. In the following we simply write out the formula for 
computation; the reader is referred to Liang (2016) for details.

As proved in Liang (2016), for a scalar field T in an incompressible flow v, the canonical transfer to scale window 
ϖ from all other scale windows at time step n is

Γ�
� = −E�

� ∇ ⋅

[

(̂�� )
∼�
�

�̂ ∼�
�

]

, if �̂ ∼�
� ≠ 0, (1)

where 𝐴𝐴 E
𝜛𝜛

𝑛𝑛 =
1

2

(

�̂�𝑇
∼𝜛𝜛

𝑛𝑛

)2

 is the multiscale energy on window ϖ at time step n. This transfer has a nice property 
𝐴𝐴

∑

𝜛𝜛

∑

𝑛𝑛

Γ
𝜛𝜛

𝑛𝑛   = 0, which means that this kind of process only redistributes energy among scales; it does not generate 
nor destroy energy as a whole; in other words, it ensures energy conservation, in contrast to the traditional coun-
terparts. It has been established that, in the most particular case, that is, the case with the Reynolds decomposi-
tion, (Equation 1) integrated over the whole spatial domain is precisely the traditional Lorenz formalism (Liang 
& Robinson, 2007). So it can be viewed as a local extension of the Lorenz formalism.

MWT and the MWT-based multiscale energetics analysis have been validated with benchmark geophysical fluid 
dynamical processes (e.g., Liang & Robinson, 2007), and applied with success in many real atmosphere-ocean-cli-
mate problems. The most recent ones include those on storm track (Y.-B. Zhao et al., 2019), atmospheric blocking 
(Ma & Liang, 2017), cold wave outbreak (Xu & Liang, 2020), Gulf of Mexico circulation (Yang et al., 2020), to 
name but a few.

3. Results
Using MWT as a filter, the original fields are separated into three scale windows, that is, the basic flow window 
(above 64 days), intraseasonal window (16–64 days) and high-frequency window (less than 16 days). The canoni-
cal kinetic energy (KE) transfers from the basic flow window and the high-frequency window to the intraseasonal 
window are evaluated by Equation  1. Then the required resulting variables for analysis are composited with 
respect to the NAO+ and NAO− instants, which correspond to the NAO index larger than its standard error, δ, 
and that less than –δ, respectively. The composite intraseasonal component and the KE transfers between it and 
other two scale windows are shown below. Since the basic flow varies significantly with season, only the NAO 
instants in winter are composited. It should be pointed out that November and March are also included into the 
“winter” here to incorporate more NAO events to ensure statistical significance for the composition; that is to say, 
“winter” is used to represent November through March hereafter. Frequently one may see that some processes 
on the NAO scale window and the corresponding climatological ones are similar. As pointed out by Hansen and 
Sutera (1984) and Kushnir (1987), among others, these processes can not be used to explain the development of 
NAO. For this reason, we will only analyze the canonical KE transfer differences from the winter climatology. 
For reference convenience, we will still refer to these differences as KE transfers; that is to say, from now on, the 
canonical transfers should be understood as the canonical transfers with their respective climatologies removed.

3.1. Asymmetry Between the Intraseasonal Components of NAO+ and NAO−

Asymmetry in strength between NAO+ and NAO− has been identified in previous studies (Barnes & 
Hartmann, 2010; Luo et al., 2018). Notice that, in those studies, the NAO signal includes both the basic flow and 
intraseasonal components which here we will distinguish. Taking advantage of the three-window framework, 
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here we are able to single out the intraseasonal component, and hence investigate the corresponding asymmetry. 
A recent study also emphasizes the asymmetry in dependence of NAO+ and NAO− on their precursors (Schmith 
et al., 2022), implying dynamical difference between NAO+ and NAO−. Shown in Figure 1 are the intraseasonal 
geopotential and KE for NAO+ and NAO−. As can be seen, both the geopotential and KE during NAO− (right 
panel) is stronger than their counterparts during NAO+ (left panel). For NAO− (right), the maximum geopo-
tential magnitudes on the intraseasonal window reach 1,000 𝐴𝐴 m

2
∕s

2 in the northern high cell, while it is only 800 
𝐴𝐴 m

2
∕s

2 , for NAO+ (left). Similarly, the maximum KE is evidently stronger during NAO− than during NAO+. By 
checking the difference between the intraseasonal KE fields during NAO− and NAO+, we find that they are most 
significantly different at the transition zone of the two NAO cells over south of Greenland.

3.2. Upscale Transfer From the High-Frequency Window

Upscale transfer of energy is ubiquitous over the extratropical region. Its critical role is recognized in the main-
tenance of low-frequency processes, such as the jet stream (e.g., Oort, 1964), teleconnections (e.g., S. Feldstein 
& Lee, 1998; D. J. Lorenz & Hartmann, 2001; Robinson, 2000), and blocking (e.g., Green, 1970; Luo, 2005; Ma 
& Liang, 2017; Shutts, 1983), etc. Usually the low-frequency processes are almost regarded as a bulk in most 
of the previous studies; as a result, it is difficult to related the upscale transfer accurately to one of the compo-
nents of the low-frequency processes. Here, by taking advantage of the three-scale window decomposition, a 
somewhat surprising finding is that upscale transfer is not always dominant in the development and maintenance 
of the intraseasonal low-frequency process; it depends on their phases (Figures  2a and  2b). This is demon-
strated by the significant contrast of the upscale transfer during NAO− and NAO+. During NAO−, a substantial 
part of the  upscale transfer occupies the NAO region. In contrast, during NAO+ the interactions between the 
high-frequency window and the intraseasonal window are much weaker, and the intraseasonal window even loses 
KE to the high-frequency window at the center of the low cell. This observation demonstrates that the upscale 
transfer to the low-frequency processes, which is well-recognized in previous studies, only dominates in particu-
lar phase if only the intraseasonal NAO component is focused on.

The difference between the upscale transfers during NAO+ and NAO− accounts for the asymmetry in intrasea-
sonal KE as mentioned above. A stronger upscale transfer during NAO− leads to a stronger intraseasonal process 
during NAO−, and vice versa. This is consistent with Barnes and Hartmann (2010), though what they investigate 
are all the low-frequency component, not only the intraseasonal component here. The new finding here is that 
upscale transfer is nearly absent in NAO+ when only the intraseasonal component is considered.

Figure 1. Composite geopotential (at 250 hPa, contoured, in 𝐴𝐴 m
2
∕s

2 ) and KE (averaged from 1,000 hPa through 200 hPa, shaded, in 𝐴𝐴 m
2
∕s

2 ) on the intraseasonal window 
during (a) NAO+ and (b) NAO−, and (c) difference between the KE fields during NAO− and NAO+. Dotted are the regions of KE statistically significant at the 99% 
level by the Student's t test. Green box circles the critical region of NAO dynamics where in Figure 3 are averaged.
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Figure 2. Composite geopotential (at 250 hPa, contoured, in 𝐴𝐴 m
2
∕s

2 ), canonical KE transfer from the high-frequency window to the intraseasonal window (𝐴𝐴 Γ
2→1

𝐾𝐾
 , 

averaged from 1000 hPa through 200 hPa, shaded, in 𝐴𝐴 10
−4
m

2

∕s
3 ) during (a) NAO+ and (b) NAO−, canonical KE transfer 𝐴𝐴 Γ

2→1

𝐾𝐾
 from the basic flow to the intraseasonal 

window (𝐴𝐴 Γ
0→1

𝐾𝐾
 , averaged from 1,000 hPa through 200 hPa, shaded, in 𝐴𝐴 10

−4
m

2

∕s
3 ) during (c) NAO+ and (d) NAO−. Dotted are the regions of 𝐴𝐴 Γ

2→1

𝐾𝐾
andΓ

0→1

𝐾𝐾
 statistically 

significant at the 99% level by the Student's t test.

Figure 3. Time series of the KE transfer from the basic flow window (red lines, 𝐴𝐴 Γ
0→1

𝐾𝐾
, in 𝐴𝐴 10

−4
m

2

∕s
3 ) and that from the high-frequency window (blue lines, 𝐴𝐴 Γ

2→1

𝐾𝐾
, in 

𝐴𝐴 10
−4
m

2

∕s
3 ) to the intraseasonal window for (a) NAO+ and (b) NAO−, respectively. The KE transfers are averaged from 1,000 hPa through 200 hPa over the region 

marked by the green box in Figure 1. The black line in the middle is the abscissa.
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3.3. Barotropic Instability

Quite different from the well-recognized upscale forcing of high-frequency eddies, the role of barotropic instabil-
ity of the basic flow has attracted much less attention in the low-frequency NAO dynamical studies. Here in the 
three-window framework, one can easily investigate this by examining the canonical KE transfer from the basic 
flow window to the intraseasonal window (𝐴𝐴 Γ

0→1

𝐾𝐾
 ).

For NAO+, we can find three significant features from the pattern of 𝐴𝐴 Γ
0→1

𝐾𝐾
 (Figures 2c and 2d). Within the north-

ern cell at relatively high latitudes is a dipole, with a positive patch in relatively small magnitude in the west and 
a strong negative patch in the east. Within the southern cell is a strong zonal dipole of 𝐴𝐴 Γ

0→1

𝐾𝐾
 (a negative center over 

Gulf of Mexico and US, plus a positive center to its east). In between the southern and northern cells is a transi-
tion zone, where lies a strong positive 𝐴𝐴 Γ

0→1

𝐾𝐾
 . For NAO−, by checking the same northern and southern cell regions 

as above, we find that generally the 𝐴𝐴 Γ
0→1

𝐾𝐾
 features are similar, except for a minus sign (a reflection of the opposite 

phase). However, in the transition zone between the cells, the distributions are completely different. While during 
NAO+ sandwiched between the cells is a strong positive center of 𝐴𝐴 Γ

0→1

𝐾𝐾
 over the Atlantic, during NAO− the same 

region is replaced by a dipole, with a positive center in the west and a negative one in the east.

These above observations tell that the dynamics of NAO+ and NAO− are nearly antisymmetric, except for the 
transition zone, where the two are very different. For NAO−, it is a dipole with a positive center at the west 
and a negative one at the east; while for NAO+, there is only a positive center. Recalling the intraseasonal KE 
distribution in Figure 1, one can easily find that the transition zone is where the intraseasonal scale window KE 
concentrates. In this sense, it is a rather critical region for NAO dynamics. If we evaluate the role of 𝐴𝐴 Γ

0→1

𝐾𝐾
 at the 

transition zone in a bulk view, it is then clear that the canonical KE transfer from the basic flow to the intrasea-
sonal window contributes significantly to the NAO+ development, but does not make a significant contribution 
for the NAO− development since the positive and negative parts of the 𝐴𝐴 Γ

0→1

𝐾𝐾
 dipole almost cancel out. The new 

finding here is that, during NAO+, the positive contribution from the basic flow to the intraseasonal window 
compensate the relatively weak upscale transfer from the eddy forcing (cf. Figures 2a and 2b). In other words, 
it is the barotropic instability of the basic flow that contributes majority to the development and maintenance of 
NAO+, while eddy forcing makes the major contribution to NAO−. These new findings provide evidence for 
the theoretical studies of DeWeaver and Nigam (2000a, 2000b) and Kimoto et al. (2001), who propose that the 
interaction between the mean-flow and stationary waves can be essential to the NAO-like mode.

Recall that the KE (or strength) of NAO− is significantly larger than that of NAO+ (cf. Figure 1). To examine 
the possible contributions of the KE transfers in causing this asymmetry, the KE transfer from the high-frequency 
window and the basic flow window to the intraseasonal window are integrated over the region where the KE of 
NAO concentrates, as circled by the green box in Figure 1. For NAO+, values of the former and the latter are 
−0.004 and 0.12 𝐴𝐴 m

2
∕s

3 . While for NAO−, they are 0.14 and 0.07 𝐴𝐴 m
2
∕s

3 . Summation of these two processes for 
NAO+ and NAO− are 0.116 and 0.21 𝐴𝐴 m

2
∕s

3 , respectively. Clearly, the difference of KE transfers from the basic 
flow and the high-frequency window to the intraseasonal window can partially account for the asymmetry in 
NAO magnitude at different phases, and their ratio is nearly 116:210.

3.4. Time Evolution of Barotropic Instability and Upscale Eddy Forcing

To further elucidate the role of the above two processes, that is, barotropic instability and upscale KE transfer, in 
the evolution of NAO+ and NAO−, their temporal evolution is plotted with respect to NAO lifecycle. The green 
box in Figure 1 marks the region where the KE and KE difference signals of NAO+ and NAO− are concentrated. 
In other words, this region is critical in controlling NAO dynamics. We hence averaged barotropic instability and 
upscale KE transfer over this region. NAO+ and NAO− events are first selected before the composition. If the 
NAO index is greater than its standard error, δ, for at least successive 5 days, the event is defined as an NAO+ 
event. Similarly, that with the index less than −δ for at least successive 5 days is defined as an NAO− event. 
In such a manner, 102 and 78 NAO+ and NAO− events in winter are selected. For each event, the day when 
its strength attains maximum is defined as NAO day 0, the day before and after that is subsequently defined as 
day …−3, −2, −1 and day 1, 2, 3…, respectively. The barotropic instability and upscale KE transfer from the 
high-frequency window to the intraseasonal window on the same NAO day are then composited, with the results 
shown in Figure 3. Generally speaking, barotropic instability is much larger (less) than upscale transfer/eddy forc-
ing during NAO+ (NAO−) events. This is consistent with the above analysis. Further check on them on different 
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stages of NAO tells us that the upscale eddy forcing attains its maximum when NAO is strongest near day 0 for 
both NAO+ and NAO−, while barotropic instability is maximized after the strongest days of NAO+ and NAO− 
events. By this observation, these KE transfers are pivotal in maintaining NAO.

4. Discussion
It would be of interest to understand the dynamics deep in the cross-scale interactions. For clarity, we consider an 
idealized configuration, which is very close to the realistic configurations of the transition zone between the two 
cells of NAO+ and NAO−. We further simplify the problem by considering it within the Reynold decomposition 
framework, that is, to represent the high-frequency processes and the NAO signals as, respectively, perturba-
tions and time-means, so that the total flow u can be decomposed as 𝐴𝐴 u  + 𝐴𝐴 u

′ . For an idealized basic flow  profile 
(𝐴𝐴 u (y),0), the canonical KE transfer between the NAO and high-frequency processes is reduced to (Liang & 
Robinson, 2007)

(1∕2)

[

𝑢𝑢∇ ⋅ (𝐯𝐯′𝑢𝑢′) − (𝑢𝑢
′
𝑣𝑣′)𝜕𝜕𝑢𝑢∕𝜕𝜕𝜕𝜕

]

 (2)

Albeit idealized, the basic flow is very close to the real flow between the two cells of NAO+ and NAO− (cf. the 
contours in Figure 2). We calculate the two terms in (Equation 2) respectively and find that the first term domi-
nates in the transition zone.

A closer look at the first term, that is, 𝐴𝐴 𝑢𝑢∇ ⋅ (𝐯𝐯′𝑢𝑢′) , reveals that it is a product of the background velocity and the 

divergence of the negative Reynolds stress [recall 𝐴𝐴 −(𝐯𝐯′u′) is the Reynolds stress tensor) in the direction of 𝐴𝐴 𝐴𝐴
′ . 

Recall that, by fluid dynamics theory, the divergence of a stress tensor means a force. To illustrate, suppose we 
have a stress tensor T, and want to find its corresponding flow field 𝐴𝐴 𝐯𝐯 . For simplicity, neglect gravity and rota-
tion, and take the density of the fluid as a constant (hence incompressible). Now consider an arbitrary volume V, 
and denote its boundary (a surface) as 𝐴𝐴 𝐴𝐴 . Then by Newton's second law, 𝐴𝐴

𝑑𝑑

𝑑𝑑𝑑𝑑
∭
𝑉𝑉

𝐯𝐯𝑑𝑑V = ∬ 𝐓𝐓

𝑆𝑆

⋅ 𝐧𝐧𝑑𝑑𝑑𝑑 . By Reynolds' 

transport theorem, the left hand side is 𝐴𝐴 ∭
𝑉𝑉

(

𝜕𝜕𝐯𝐯

𝜕𝜕𝜕𝜕
+ ∇ ⋅ (𝐯𝐯𝐯𝐯)

)

𝑑𝑑V , which is 𝐴𝐴 ∭
𝑉𝑉

(

𝜕𝜕𝐯𝐯

𝜕𝜕𝜕𝜕
+ 𝐯𝐯 ⋅ ∇𝐯𝐯

)

𝑑𝑑V due to the incom-

pressibility. By Gauss' theorem, the right hand side is 𝐴𝐴 ∭
𝑉𝑉

∇ ⋅ 𝐓𝐓𝑑𝑑𝑉𝑉  . Since V is arbitrary, we have

𝜕𝜕𝐯𝐯

𝜕𝜕𝜕𝜕
+ 𝐯𝐯 ⋅ ∇𝐯𝐯 = ∇ ⋅ 𝐓𝐓 

So the divergence of a stress tensor will drive a flow 𝐴𝐴 𝐯𝐯  = (u,v,w). As T = 𝐴𝐴 −(𝐯𝐯′𝐯𝐯′) is the Reynolds stress tensor, 
its divergence must drive a secondary flow modifying the basic field.

By this argument, here 𝐴𝐴 ∇ ⋅ (𝐯𝐯′𝑢𝑢′) means the eddy force due to the Reynolds stress that decelerates 𝐴𝐴 𝑢𝑢 , so the 

product of it with 𝐴𝐴 𝑢𝑢 , 𝐴𝐴 𝑢𝑢∇ ⋅ (𝐯𝐯′𝑢𝑢′) , means the work done by the eddy force in decelerating the basic flow. In other 

words, a divergent region of 𝐴𝐴 (𝐯𝐯′𝑢𝑢′) is where the basic flow is decelerated by the eddy forcing (increasing easterlies 

Figure 4. Streamlines of 𝐴𝐴 𝐯𝐯
′𝑢𝑢′ . The left (right) is for NAO+ (NAO−). The shaded is the geopotential on the intraseasonal window, which is used to denote the NAO 

location.
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or decreasing westerlies). Figure 4 shows the divergence of 𝐴𝐴 (𝐯𝐯′𝑢𝑢′) . It is clear that there are significant divergent 
flows in the transition zone of NAO− but not for NAO+. This means that eddies exert a forcing to NAO− but not 
to NAO+ in the transition zone. The decelerating role of the eddies further demonstrates that it helps the devel-
opment of easterlies in the transition zone of NAO−. From the aspect of energy transfer, this means an upscale 
transfer of energy. As we know, NAO− is accompanied by decelerating zonal winds while NAO+ by accelerating 
zonal winds. By the above argument, the eddy forcing does not work for NAO+. The finding in this study that 
eddies only forces NAO− is hence physically reasonable.

5. Conclusions
We have investigated the role of multiscale interaction on the intraseasonal component of NAO and its evolution 
in a three-scale window framework, using the multiscale window transform (MWT) and the theory of canoni-
cal transfer, as rigorously developed earlier on (cf. Liang, 2016). First, the field variables are decomposed into 
three scale windows, that is, the basic flow window (above 64 days), intraseasonal window (16–64 days) and 
high-frequency window (less than 16 days). This decomposition allows us to study in a systematic way the inter-
actions between the intraseasonal component of the low-frequency process and the high-frequency storms, and 
between that and the basic flow, distinguishing this study from others in which all the low-frequency processes 
are treated in a bulk form, and the role of basic flow is often overlooked.

The upscale eddy forcing from the high-frequency eddies to the low-frequency processes, which has been exten-
sively discussed in previous studies, is confirmed here. However, we find that this eddy forcing works mainly in 
NAO−, and appears weak or even disappears in NAO+ if only the intraseasonal component is considered. This 
updates the knowledge about the role of the upscale energy transfer to low-frequency processes in previous stud-
ies, where this kind of forcing is believed independent of the low-frequency process phase.

Further analysis shows that the barotropic instability of the basic flow compensates for the lack of enough upscale 
eddy forcing in maintaining NAO+. Apart from the antisymmetric distribution of the kinetic energy transfer 
patterns, in between the northern cell and the southern cell over the Atlantic, for NAO+, there is a very strong 
canonical transfer from the basic flow window to the intraseasonal window, while for NAO−, there lies a dipolar 
pattern. These findings here show that the mechanisms underlying the intraseasonal NAO+ and NAO− are quite 
different: The barotropic instability of the basic flow dominates the development of the former, while the upscale 
forcing of the chaotic storms dominates that of the latter. This new finding, to our best knowledge, has never been 
documented in previous studies where only the role of upscale forcing from high-frequency storms to NAO is 
emphasized (e.g., Barnes & Hartmann, 2010; Luo et al., 2018; and Zhao et al., 2023).

Data Availability Statement
The ERA-40 datasets in this study are from https://apps.ecmwf.int/datasets/data/era40-daily/levtype=sfc/. The 
NAO index is obtained from https://ftp.cpc.ncep.noaa.gov/cwlinks/norm.daily.nao.cdas.z500.19500101_current.
csv. Scripts of multiscale window transform and multiscale energy analysis are available on http://www.ncoads.
org/article/show/67.aspx.
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